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ABSTRACT: In this work we are interested in the job shop problem with two constraints, availability of components and unidirectional transport of jobs. The study presented here is focused on the flexible iCIM 3000 system which consists of four stations (machines), an AS / RS storage system and a parts transfer system. In this system, the movement of parts is carried out in one direction, which means all the parts follow the same direction of movement. Indeed, to be processed in a machine, each part needs a number of non-renewable resources which are available in limited quantity. Our goal is to find the best parts sequencing which minimizes the total accomplishing time (Makespan) by considering transport of parts and the availability of consumable resources. A several heuristics based on priority rules are proposed and a large-scale experiment was performed in order to analyze the performance of the proposed methods.
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1 INTRODUCTION

Managing flexible manufacturing systems is one of the most important challenges for companies in their production management and control systems. In this type of system, the resources are generally numerically controlled by machines that can process several types of parts. These parts are stored and transported by an automated handling system (Zhou & al, 2019). Indeed, scheduling in this type of shop has a direct and major impact on efficiency and production costs. To this fact, it has attracted a lot of attention from researchers since 1956 (Zhang & al, 2019).

However, this problem presents one of the most difficult problems in production management since it belongs to the NP combinatorial optimization problems. His difficulty lies in the fact that we should process a variety of specific products on different types of machines with different sequences (Kassu & Eshetie, 2015).

For several years, a lot of work has been focused on solving the job shop scheduling problem in a classical context with or without constraints. In (Lin, & al, 2010) the authors proposed a new hybrid swarm intelligence algorithm in order to solve the job-shop scheduling problem with the objective to minimize the makespan. For the same objective, Banharnsakun and al applied the Best-so-far ABC method to solve the job-shop scheduling problem (Banharnsakun & al, 2012).

Recently, a series of works have dealt with the job shop problem. In fact, this problem remains to this day among the real concerns of researchers given its crucial importance. For instance, Dabaha and al, presented a new approach based on the Branch-and-Bound method for solving the problem of job shop with blocking (Dabaha & al, 2018). Further, Gong and al. (Gong & al, 2019) proposed an Effective Mimetic Algorithm (EMA) to solve the multi-objective job shop scheduling problem. In (Gong, and al, 2020) a meta-heuristic algorithm has been proposed to solve the job shop problem with no-wait jobs constraint.

In domain of scheduling, the constraint of non-renewable resources (CRs) presents a new challenge. In (Tabrizi & al, 2019), the authors check to obtain the best project scheduling that minimizes makespan by considering the existence of renewable and non-renewable resources. A mixed-
integer programming model is developed to present simultaneous project scheduling planning and material procurement problems. The first work in the job shop scheduling field introducing the CRs constraint is the work done in (Grabowski & Janiak, 1987). In this work, the processing time for each operation is represented by a function of the required quantity of the non-renewable resource. In order to solve this problem, the authors proposed an algorithm based on the disjunctive graph theory as well as a Branch-and-Bound technique. In the same context, Toker et al. (Toker & al, 1994) developed an approximate algorithm and introduced two lower bounds to solve the problem of $n$ job on $m$ machine with non-renewable resource requirements.

Introducing the transport constraint in scheduling problems study for flexible production systems is very important and allows the manager to come much closer to reality. However, this consideration makes the scheduling problem more difficult and more complex (Caumond, 2006). Within this framework, several works have been elaborated in order to solve the job shop with the transport problem. The work of Li and al. (Li & al, 2018), are focused on a three machines job shop problem with an intermediate transfer time between these machines. The objective of this work was to find a better solution that minimizes the makespan by proposing a new model and using heuristics to achieve this goal.

The work of Gondran and al. (Gondran & al, 2018) studied a new objective function for the job shop problem with transport constraints. This objective lies in seeking a solution that minimizes the extent of the makespan and then maximizes the quality of service. A model based on linear mixed integer programming (MILP) was proposed by Heger et al (Heger & Voß, 2019) in order to find an optimal solution to the scheduling problem of AGVs in a job shop environment with blocking. Another mathematical programming model was proposed in (Homayouni, & Fontes, 2019) whose aim is to program the problem of joint production and transport scheduling in flexible manufacturing systems.

Priority rules are widely used in solving NP-hard problems in many areas of production and logistics, especially in the environment of job shop floor (Đurasević & Jakobović, 2018). Two new heuristics have been proposed by Rajendran et al (Rajendran & al, 2017) in order to solve the problem of permutation flow-shop scheduling. The performance of these heuristics has been studied and the results obtained reveal that the proposed priority rules are simple and efficient, and improve the solutions for many cases of problems. In (Ozturk & al, 2019), the authors described two new approaches to extract the priority rules for multi-objective dynamic scheduling problems in the job shop workshop using simulation and programming of the expression of genes.

Through this review of the literature, we note that there are few works that focus on the job shop scheduling problems in the presence of transport and availability of components constraints. Our work which is an extension of work presented in (Belkaid & al, 2018), on the other hand, emphasizes this aspect by introducing the objective of respecting a limited number of components in a job shop scheduling problem with unidirectional transport constraints.

In this problem, it is planned to treat a set of jobs (parts) on four machines whose movement of jobs between these machines to be carried out in a single direction that is mean all the parts follow the same direction of movement. To solve this optimization problem, we proposed several heuristic methods that allow finding a better sequencing of jobs to minimize the maximum processing time (Makespan). Several simulations have been studied and the results obtained demonstrate the effectiveness of the proposed approach.

2 PROBLEM DESCRIPTION AND CASE STUDY

The case study is represented by the flexible manufacturing system iCIM 3000 located in the Manufacturing Engineering Laboratory of Tlemcen (MELT), Algeria. The iCIM 3000 is one of the latest relevant solutions proposed by Festo Didactic for the training of students and also to meet the scientific needs of the research centers interested in manufacturing. This system (shown in figure 1), consists of:

• (1): Turning machine with flexible robot feeder is responsible for the production of the single rotary parts,
• (2): Milling machine with flexible robot feeder, on the holes of different diameters can be made,
• (3): Flexible robot Assembly Cells, the function of this station is to assemble products from semi-products created by the CNC machines or other products stocked in the AS/RS station,
• (4): Quality and Handling station, which is responsible for the workpieces testing and the manual feeding of the system with pallets
• (5): The AS (Automatic Storage) / RS (Retrieval System), ensuring the storage
of raw materials, semi-final products as well as final products
- (6): An FMF-Pallet conveyor system, which is used to transfer products from the stock to the stations and/or vice versa.

Fig. 1 3D Configuration of the iCIM 3000 system (Sobrino & al, 2013).

The movement of parts between stations is carried out on standard pallets of unit capacity, that is to say, that these pallets can transport any type of parts but with only one part at a time. The pallets are always available and move, as shown in figure 2, continuously on the conveyor in one direction with a constant speed. To simplify the problem, we assume that the number of pallets equals the number of parts to be processed. This assumption makes it possible to avoid the problem of blocking due to the saturation of the conveyor.

Indeed, the processing of parts in Assembly Cell requires the consumption of a number of components. In this station, the final product produced mounted by the iCIM 3000 system is a desk set. This product presented in figure 3, consists of five parts such as base plate, penholder, thermometer device used for temperature measurement, hygrometer device used for humidity measurement.

Fig. 2 The movement direction of parts in the iCIM 3000 system

Fig. 3 The iCIM 3000 final product

Depending on the number and type of components to be assembled and the number of holes in the base plate, the system allows the production of several variations of this product.

3 PROBLEM FORMULATION

The problem considered here can be represented as a job shop scheduling problem with constraints of consumable resources and unidirectional transport. This problem consists in scheduling $n$ jobs $N=\{J_1,J_2,\ldots,J_n\}$ on four machines $M=\{M_1,M_2,M_3,M_4\}$. Each job $J_i$ consists of $n_i$ operations to be carried out in a determined order. Each operation $O_i^j$ of job $J_i$ must be performed on machine $M_k$ without preemption for a processing time $p_{ij}^k$. For the operation $O_i^j$ to be executed, the job $J_i$ must be transported to the machine $M_k$ with a travel time denoted $T_{ij}^k$.

Indeed, each job $J_i$ at a given time and before it is processed in the machine $M_k$, can be either:
- (i) processed in a machine $M_k$ (previous machine of $M_k$ in the operating range);
- (ii) transported by a pallet;
- (iii) in the input buffer (stock) of the $M_k$ machine while awaiting either the availability of the machine or the arrival of the required amount of consumable resources.

The objective is to find the best scheduling that minimizes the total processing time for parts (jobs) by taking into account two constraints; transport constraint and consumable resource constraint. Then, the objective function (equation 1) aims to optimize the total execution time $C_{\text{max}}$:

$$\text{Min (}C_{\text{max}}\text{)} = \min [\max_i(C_i^k)] \quad (1)$$

whose $C_i^k$ determines the accomplishing time of job $J_i$ in $M_k$ which is conditioned by three constraints:
- the availability of the job $J_i$ (including the accomplishing time of its processing on the previous machine and the time it takes to travel),
- the availability of the machine $M_k$
- and the availability of the consumable resources required to carry out this job.

Therefore the $C_i^k$ is calculated by the following equation:

$$C_i^k = \max \left[ (C_i^{k'} + T_{ij}^k), D_{kj}, DRC_{ij}^k \right] + P_{ij}^k \quad (2)$$
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Whose $C_i^k$ determine the accomplishing time of $J_i$ on the machine $M_{kr}$, $D_r$ defines the availability of the machine $M_r$, $(C_i^k + T_i^k)$ determine the availability of job $J_i$ and $DRC_i^k$ indicates the availability of consumable resources.

The goal is to minimize the time to exit the last job from the system. It is therefore essential to add the time of movement of the parts towards the output of the system at the accomplishing time on the last machine. This means that for the job $J_i$ which ends its execution on the machine $M_{fr}$ (the last machine according to its operating range), the end date $C_i^f$ of this job becomes $C_i^f + T_{fs}$.

Typically, the problem takes the following assumptions into consideration:

- Each job has its own routing, which is known before the beginning of the production.
- The processing time is known at the beginning and it includes tool change, set up, and machining times.
- Each machine can process without interruption one job at a time.
- The blocking problem is not considered, i.e. each job can be moved to the next machine (without delay) once it is processed in the previous machine.
- Each job can be handled in one machine at a time.
- Job passes in only one direction.
- The pallet transports only one job at a time and in one direction.
- All machines and jobs are available from time zero.
- Each machine has a stock with unlimited capacity.

4 RESOLUTION APPROACHES

Solving the job shop problem in an optimal way is in most cases very difficult because of its highly combinatorial nature (Zhou & al, 1991). However, the constraint of transport and consumable resources makes the problem more complicated. The exact methods, in this case, require a computational effort that increases exponentially with the size of the problem. So, approximate methods are strongly preferred for solving this type of problem. These methods make it possible to find acceptable solutions within a reasonable time.

In this paper and in order to solve the JSPTRC problem, we have proposed to study the performance of six heuristics based on the priority rules. The objective is to analyze the influence of the transport constraint on the choice of approach which leads to finding the best solutions. In addition, the evaluation criterion that we have chosen to determine the sequencing of jobs in the six proposed heuristics is essentially based on the relationship between processing time and transport time. The choice of this ratio permits to determine, on the one hand, the relation which exists between the time elapsed during the treatment of jobs and the time necessary for their movements, and on the other hand, the influence of the parts transporting time on the sequence of jobs.

To fully explain these methods and our choice concerning the parameters and criteria fixed in each method, we have chosen an illustrative example defined by a problem of four jobs to be executed on the four machines. Table 1 shows the time required to process jobs on the machines as well as the number of resources requested by each of these jobs. The arrival of resources follows a staircase curve that is determined by the arrival of a resource $(Qarr_i = 1)$ every five units of time $(Tarr_i = 5)$.

Table 1. Jobs information’s

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Machines (processing time)</th>
<th>Qdem</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>$M_3(2)$ $M_1(3)$ $M_2(5)$ $M_4(25)$</td>
<td>10</td>
</tr>
<tr>
<td>J2</td>
<td>$M_1(15)$ $M_2(10)$ $M_3(20)$ $M_4(8)$</td>
<td>8</td>
</tr>
<tr>
<td>J3</td>
<td>$M_3(7)$ $M_2(14)$ $M_1(5)$ $M_4(5)$</td>
<td>4</td>
</tr>
<tr>
<td>J4</td>
<td>$M_2(9)$ $M_1(4)$ $M_3(3)$</td>
<td>-</td>
</tr>
</tbody>
</table>

Indeed, the resolution of the JSPTRC problem based on this example requires, in a first step, the determination of the travel times of the jobs between stations. So, according to Table 1 which defines the transport time between the different stations and according to the operating ranges of the jobs, we can determine the matrix of times relating to the movements of the jobs during their trajectories in the system. This travel time matrix is presented in table 2.

4.1 Job shop short accumulation processing time (JSSPTcum)

this heuristic consists of ordering jobs in the increasing order of the cumulative processing time of jobs on each machine. For this heuristic, when a machine is released, the job chosen to be processed first is the one with the lowest accumulated value. This accumulated value is calculated by the sum of durations of all previous operations (that is, operations up to the operation to be performed on that machine).
Tab 2. Time required to move jobs between sections

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Destination</th>
<th>Displacement Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td>Arrivals</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J1</td>
<td>In put</td>
<td>M3</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>M1</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>M4</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td>out put</td>
</tr>
<tr>
<td>J2</td>
<td>In put</td>
<td>M1</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>M3</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>M4</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td>out put</td>
</tr>
<tr>
<td>J3</td>
<td>In put</td>
<td>M3</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>M2</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>M1</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>M4</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td>out put</td>
</tr>
<tr>
<td>J4</td>
<td>In put</td>
<td>M2</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>M1</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>M3</td>
</tr>
<tr>
<td></td>
<td>M3</td>
<td>out put</td>
</tr>
</tbody>
</table>

Table 3 shows the cumulative durations on each machine. According to the heuristic JSSPT, the problem solution is defined by in Table 4. The $C_{max}$ calculated from this sequencing is equal to 168.5 units of time.

Tab 4. Job order according to JSSPTcum

<table>
<thead>
<tr>
<th>Machines</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>J1</td>
<td>J4</td>
<td>J3</td>
<td>J2</td>
</tr>
<tr>
<td>2</td>
<td>J4</td>
<td>J3</td>
<td>J2</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2 The heuristic JSSPTtrain

For this heuristic, we assume that the sequencing of the jobs on the machines is done according to the increasing order of the ratio of times $Rtd_j$. This report (described by equation 3) defines a relationship between the amount of time allocated for the movement of a job and the time required to process this job.

$$Rtd_j = \frac{STT_j}{STD_j} = \frac{\sum_{k=1}^{n} \rho_j^k}{\sum_{i=1}^{n} \tau_j^i} \quad (3)$$

In this equation, $STT_j$ determines the sum of the processing times of all operations of $I_j$ and $STD_j$ defines the sum of travel time of this job between the stations used to process the latter.

The objective of this choice is to give priority to jobs that have the value of long travel time over the processing time. Indeed, the purpose of this decision is to take advantage of the existence time of the jobs, with small values of $Rtd_j$, on the transport system in order to process the jobs which have the higher value of $Rtd_j$. The following table shows the data relating to the ratio $Rtd_j$, for the chosen example.

Table 4. Reports relating to processing times and job displacement

<table>
<thead>
<tr>
<th>Jobs</th>
<th>STDj</th>
<th>STTj</th>
<th>Rtdj</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1</td>
<td>32</td>
<td>35</td>
<td>1.5</td>
</tr>
<tr>
<td>J2</td>
<td>16</td>
<td>53</td>
<td>3.3</td>
</tr>
<tr>
<td>J3</td>
<td>48</td>
<td>31</td>
<td>0.6</td>
</tr>
<tr>
<td>J4</td>
<td>32</td>
<td>16</td>
<td>0.5</td>
</tr>
</tbody>
</table>

From table 4, and according to the JSSPTtrain heuristic, it is very clear that the job that must be processed first in the system is job $J_4$ which has the minimum value of $Rtd_j$. This job is followed by job $J_3$ which therefore presents the second job to be processed in the system. Then job $J_1$ and job $J_2$. The solution selected for our problem is defined in this case by the order mentioned in the following table. The $C_{max}$ calculated from this sequencing is equal to 168.5 units of time.

Tab 5. Job order according to JSSPTtrain

<table>
<thead>
<tr>
<th>Order on machines</th>
<th>Machines</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>J_1</td>
<td>J_4</td>
<td>J_4</td>
<td>J_4</td>
<td>J_3</td>
</tr>
<tr>
<td>2</td>
<td>J_3</td>
<td>J_3</td>
<td>J_3</td>
<td>J_3</td>
<td>J_3</td>
</tr>
</tbody>
</table>
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4.3 The heuristic JSLPTtran

Unlike the previous heuristic, the sequencing of jobs according to the JSLPTtran heuristic is done according to the decreasing order of $Rtd_j$. The objective here is to give priority to jobs that have higher processing time values than just displacement. Applying this heuristic to the illustrative example, allows us to obtain the jobs order mentioned in Table 6. This solution generates a value of $C_{\text{max}}$ which is equal to 136 time units.

<table>
<thead>
<tr>
<th>Order on machines</th>
<th>Order on machines</th>
<th>Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$J_2$</td>
<td>$J_2$</td>
</tr>
<tr>
<td>2</td>
<td>$J_1$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>3</td>
<td>$J_3$</td>
<td>$J_3$</td>
</tr>
<tr>
<td>4</td>
<td>$J_4$</td>
<td>$J_4$</td>
</tr>
</tbody>
</table>

4.4 The heuristic JSSRCtran

For this heuristic, we propose to introduce the number of consumable resources in the calculation of the choice ratio $Rtd_j$. The principle is to program the jobs according to the increasing order of ratio $RtdRC_j$ (equation 4) which is equal to $Rtd_j$ multiplied by the quantity of resources to consume $Qdem_j$.

$$RtdRC_j = Rtd_j \times Qdem_j \quad (4)$$

This heuristic aims to place at the start of the schedule the jobs that consume the least components and that require lower processing times compared to travel times. Applying this heuristic to the same example gives the order shown in Table 7. The $C_{\text{max}}$ obtained in this case is 168.5 units of time.

<table>
<thead>
<tr>
<th>Order on machines</th>
<th>Order on machines</th>
<th>Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$J_2$</td>
<td>$J_2$</td>
</tr>
<tr>
<td>2</td>
<td>$J_1$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>3</td>
<td>$J_3$</td>
<td>$J_3$</td>
</tr>
<tr>
<td>4</td>
<td>$J_4$</td>
<td>$J_4$</td>
</tr>
</tbody>
</table>

4.5 The heuristic JSLRCtran

The choice of the order of the jobs according to this heuristic is based on the decreasing order of the ratio $RtdRC_j$, which gives priority to the jobs which consume more resources and which require more processing time than their movements. The following table shows the order of jobs after applying the JSLRCtran heuristic to our example. The $C_{\text{max}}$ obtained here is 168 time units.

<table>
<thead>
<tr>
<th>Order on machines</th>
<th>Order on machines</th>
<th>Machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$J_2$</td>
<td>$J_2$</td>
</tr>
<tr>
<td>2</td>
<td>$J_1$</td>
<td>$J_1$</td>
</tr>
<tr>
<td>3</td>
<td>$J_3$</td>
<td>$J_3$</td>
</tr>
<tr>
<td>4</td>
<td>$J_4$</td>
<td>$J_4$</td>
</tr>
</tbody>
</table>

4.6 The heuristic JSSPTcumtran

JSSPTcumtran is a heuristic that consists of scheduling, on each machine, the jobs in ascending order of their cumulative time ratios $Rtdcum_j^k$ (described by equation 5).

$$Rtdcum_j^k = \frac{STTcum_j^k}{STDcum_j^k} \quad (5)$$

This ratio is defined by dividing the cumulative processing time $STTcum_j^k$ over the cumulative travel time $STDcum_j^k$. The objective sought by this heuristic is to place in first the jobs which arrive and finish their executions as soon as possible.

From the data presented in Table 9 and according to equation 5 we can calculate the values of $Rtdcum_j^k$ which are shown in the following table.

According to the heuristic JSSPTcumtran the solution of the example problem is presented in Table 11.
5 RESULTS AND DISCUSSION

In order to study the performance of the proposed methods, we carried out several simulations of the problem on numerous instances. However, we have divided our analysis into two parts. The first part consists in evaluating the quality of the solutions obtained by using the proposed approaches compared to the optimal solution. The instances selected in this part are small instances. In the second part, the study was extended to medium and large instances. The objective is to find which approach is best suited to our problem and which gives the best solutions.

Indeed, according to our research, we could not find benchmarks used in the literature where the authors address exactly the same problem studied in this work. We, therefore, proposed to generate, in a random manner, benchmarks specific to this study (appendix A). Then, operating ranges, processing times, transport times as well as quantities of consumable resources are generated randomly using a program under Matlab. The random generation of this data was done for fifteen different examples from each instance.

5.1 Results obtained for small instances

In this part, we focused our study on three problems of small sizes 2x4, 3x4, and 4x4, of which we made a comparison between the heuristics proposed, and the exact method. The objective was to evaluate the performance of these heuristics and improve the quality of their solutions with respect to the lifetime of the optimal solution. Indeed, to obtain solutions to our problem, we programmed all of the approaches in Matlab whose processing times are generated between 1 and 30 time units. The evaluation criterion used to compare the proposed approaches is the value of the objective function $C_{\text{max}}$. The results in terms of Makespan means ($C_{\text{max}}$) obtained by applying these approaches on 15 different examples are presented in figures 4, 5, and 6.

We notice from the results shown in these figures that the JSSPTcum heuristic gives results very close to the optimum for the 2x4 and 3x4 instances and the best solutions for the 4x4 instance, therefore it dominates all other heuristics. We can also notice that the heuristic JSSPTcumtran ranks second after JSSPTcum for all small-sized instances, thus surpassing the other five heuristics. For the five remaining heuristics, they have practically the same classification, with a small overrun of the heuristics JSLPTcum, JSSPTtran, and JSLPTtran, which do not include the number of consumable resources in the report of the choice.
compared to the two heuristics JSSRCTtran and JSLRCTtran which are, in most of the time, in the last positions.

Fig. 4 Results obtained for 2*4 problem

In addition, we see that, between two heuristics using the same choice ratio, heuristics that are based on the increasing order of the ratio perform better than other heuristics that use decreasing order in the choice of solutions.

Through these results we can see, firstly, that the use of the cumulative value in the report of the choice of the solutions demonstrates a great efficiency concerning the identification of the sequencing of the jobs on the machines, this is well proved by the results of the two heuristics JSSPTcum and JSSPTcum tran. Second, the integration of quantities of consumable resources in the selection reports does not allow to find good solutions to the studied problem. Third, the increasing order of ratios presents a very efficient criterion for the choice of job sequencing and which often leads to better solutions for small instances of our problem.

5.2 Results obtained for medium and large instances

The objective of this part is to approve the efficiency of the heuristics proposed in solving the problem with different complexities. The choice of instances has been fixed as follows: 8x4, 10x4, and 15x4 for medium instances and 20x4, 50x4, and 100x4 for large instances. The study of the approaches in this part is also based on the evaluation of the Makespan values calculated through 15 different examples for each instance. The results obtained from all the tests carried out are presented in two figures 7 and 8.

These figures successively show the variation of $C_{max}$ average calculated for the medium and large instances. Noting here that, in this part of the expertise, the number of admissible solutions found by the two heuristics JSSPTcum tran and JSLPTcum tran does not exceed two solutions out of the fifteen examples studied, which shows the weakness of these two heuristics concerning the problems of averages and large bodies. Therefore, we preferred to completely exclude their results from our comparison.

Through the results obtained after all the tests carried out, we notice very well that the use of the heuristic JSSPTcum gave very good results compared to the other heuristics which once again demonstrates its efficiency in solving the problem for larger instances. On the other hand, for the other heuristics and contrary to what is observed in the first part of the expert appraisal (the small instances), the heuristics which use the decreasing order of the ratio of choice of the solutions (JSLPTtran and JSLRCTran), exceed the others heuristics using the ascending order of the ratio (JSSPTtran and JSSRCtran), which proves and motivates their choices regarding the resolution of the problem for medium and large instances.
6 CONCLUSION

In this paper, we are interested in solving the makespan minimization problem in a job shop environment with two constraints, unidirectional transport constraint, and non-renewable resource constraint. These constraints complicate the decision-making process for scheduling tasks, which may require multiple components of different types at the same time. We have shown the effectiveness of heuristics based on priority rules in solving this type of problem on a large number of different configurations. The comparison between these methods shows the advantage of the heuristic JSSPTcum over other approaches in terms of makespan.

The study carried out in this work allowed us to identify some preliminary results which give the possibility of evaluating the scheduling decision-making system using heuristic methods;
- The use of the cumulative value in the report of choice of solutions, presents a very effective tool concerning the identification of the sequencing of the jobs for the minimization of $C_{max}$ of our problem.
- Concerning the heuristics which integrate the quantity of consumable resources in the report of choice are, in the majority of cases, less efficient than the other heuristics.
- We have found that the larger the problem size, the more efficient heuristics using the descending order of the ratio of choice become.

Finally, through the various studies that have been carried out, we have found that, the approach which remains the most efficient, it is the heuristic JSSPTcum which exceeds the other approaches concerning all the sizes of the problem.
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